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Abstract

With significant advances in holographic display 
technology, a plethora of interactive applications, 
such as tele-conferencing and tele-surgery, are 
well on their way to integrating holographic tech-
nologies. However, hologram-based applications 
will place significant demands on networking 
infrastructure, which are not supported today. 
These include support for ultra-low delays, high 
bandwidth, and the ability to coordinate, synchro-
nize, and dynamically adapt multiple data streams. 
This article articulates these challenges and points 
out gaps in existing networks that solutions must 
address. In addition, it provides an experimen-
tal analysis of novel network architectures that 
address one of these challenges, namely the abil-
ity to dynamically set up new flows with very low 
latency incurred by the first packet. 

Introduction
Holographic-type communication (HTC) will 
enable the ability to transmit and interact with 
holographic data from remote locations across 
a network. Far from being just a gimmick, use-
ful scenarios for such applications abound [1]. 
For example, holographic telepresence will allow 
remote participants to be projected as holograms 
into a meeting room to facilitate real-time inter-
actions with local participants. Likewise, training 
and education applications can provide users the 
ability to dynamically interact with ultra-realistic 
holographic objects for teaching purposes. 

This raises the question of which capabilities 
will be required from networks in order to sup-
port HTC. Are holograms just another encoding 
that can be streamed like video, perhaps requiring 
additional bandwidth, but otherwise handled at 
the application layer with little impact on exist-
ing networking infrastructure, or are there other 
ramifications? 

To appreciate the specifics of HTC, it is import-
ant to understand the differences between holo-
graphic and 3D content. A 3D image is formed 
by two 2D static views of the same scene (left 
and right eyes). The image is the same regardless 
of the viewer’s position. A hologram, on the other 
hand, adds parallax, meaning that the viewer can 
interact with the image, which changes depend-
ing on the viewer’s position from which it is being 
seen. This changes the role of the user (from pas-
sive in 2D and 3D video content to the active 
and interactive one of holograms), increasing the 

requirements of HTC massively. Thus, it calls for 
solutions for capturing, transmission, and interac-
tivity. 

This article articulates the technical networking 
challenges to enable truly immersive HTC. Many 
of them are rooted in HTC approaches to reduce 
the networking bandwidth by devising clever com-
pression as well as optimized streaming schemes. 
However, they in turn introduce new requirements 
to allow for coordination and synchronization of 
concurrent streams, with very high precision. In 
addition to challenges, this article pinpoints pos-
sible solution approaches. Along those lines, an 
experimental analysis of the performance of novel 
network architectures aiming to address one of 
the network challenges is provided. 

The remainder of this article is structured as 
follows. The following section describes the state 
of the art in hologram capture and creation. It 
also reviews current streaming techniques for 
holograms. This provides the foundation that is 
used to highlight the technological challenges to 
enable truly immersive HTC discussed in the next 
section. Given the challenges, we then present a 
number of research tracks and solution approach-
es. We next show an analysis of the effects of 
decentralization of networks on the latency in 
holographic streaming services. The final section 
offers conclusions. 

Current Technologies for  
Capturing and Streaming Holograms

Streaming a hologram over the network means to 
capture, render, and stream a target object. Cap-
turing is performed by a camera array outputting 
images of the target object from multiple angles 
and views. The camera feeds need to be merged, 
rendered into a hologram, and encoded. Final-
ly, the hologram is streamed across the network. 
On the receiver side, a client receives the stream, 
decodes it, and renders it for a holographic dis-
play or beamer [1]. This section provides a brief 
review of the current state of the art of technol-
ogies for representation and encoding of holo-
grams. Furthermore, it surveys the most common 
multimedia streaming techniques that will cope 
with HTC’s requirements. 

Representation and Encoding

Computer-generated holograms come in two 
flavors: image- and volumetric-based. In image-
based holograms, a computer receives an array 
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of images capturing an object (or set of objects) 
at different angles and tilts. One example is light 
field video (LFV) [2]. Image-based holograms 
are conceptually simple, but require significant 
storage and transmission bandwidth due to the 
massive number of concurrent individual imag-
es in the array. For example, if for representing 
an object, images every 0.3° were required, a 
hologram accommodating 30° of viewing angle 
and 10° of tilt would need a 2D array of 3300 
separate images. However, as individual images 
across the image array include only minimal dif-
ferences, sophisticated compression schemes can 
be applied to reduce the volume at the cost of 
computation [1]. 

The current trend is to base holographic rep-
resentation on volumetric media, “point clouds.” 
Thereby, the target objects are represented as 
sets of 3D volume pixels, or voxels, in a concep-
tual 3D box. The actual image is then dynamically 
rendered from any viewing angle at the local end-
point, placing the point cloud object into a scene 
or even rendering multiple point cloud objects 
simultaneously. Thus, it involves complex prepro-
cessing and rendering, using setups with multiple 
camera angles with RGB as well as depth camer-
as. At the same time, volumetric media is high-
ly compressed, as each voxel is transmitted only 
once; thus, the volume is independent of number 
of angles or tilts. To standardize volumetric-media 
compression, MPEG has recently selected a refer-
ence encoder, V-PCC [3]. This encoder converts 
point clouds into two separate video sequences, 
which capture the geometry and texture infor-
mation, and applies traditional video coding tech-
niques to compress the data. 

Independent of the type of holographic media, 
compression and decompression come at the 
price of additional computation, which will heavily 
influence the latency incurred. Therefore, a high-
er level of compression trades off computation 
bandwidth and latency vs. required networking 
bandwidth and latency, and vice versa.

Streaming

Over-the-top (OTT) multimedia streaming pro-
vides the best solution to transmit video (2D, 
3D, virtual reality — VR, HTC) over the Internet 
when no dedicated network is available. Video 
streaming services are categorized as either using 
the Transmission Control Protocol (TCP) or the 
User Datagram Protocol (UDP). While streaming 
solutions prioritizing quality over latency tend to 
select TCP, solutions that optimize real-timeliness 
opt for UDP. 

Among TCP-based solutions, Real-Time Media 
Protocol (RTMP) and HTTP Adaptive Streaming 
(HAS) are the most widely adopted [4]. RTMP 
splits streams into fragments, dynamically negoti-
ating sizes between client and server. Thus, frag-
ments from different streams can be interleaved, 
and multiplexed over a single connection. HAS, 
on the other hand, segments at the application 
level, encoding the stream at different quality lev-
els and temporarily splitting them into segments of 
predefined duration. When streaming occurs, the 
client decides the quality to request next, where 
requests and transmissions are performed using 
HTTP. In an attempt to optimize the bandwidth 
requirements of ultra-high bandwidth applications, 

HAS also allows splitting the stream not only in 
time but also in space (tiles). Thus, the HAS client 
is able to decide which areas of a scene to down-
load at higher qualities. This becomes very useful 
for viewpoint or viewing-angle-based applications 
such as VR and HTC. Kara et al. [1] have recent-
ly demonstrated the possibilities of applying the 
HAS principles to the streaming of LFV. 

TCP-based solutions prioritize quality over 
latency, inducing additional latency due to the 
need for continuous packet acknowledgment. 
This makes them unfit for real-time and interactive 
transmission. In contrast, solutions based on UDP 
are better suited for low-latency, non-quality-as-
suring services. Such is the case of the Real Time 
Protocol (RTP) combined with the control chan-
nel provided by RTCP, widely used for low-band-
width and packet-loss-resilient 2D video services. 
Furthermore, approaches like Quick UDP Internet 
Connections (QUIC) and Web Real-Time Com-
munication (WebRTC) improve the performance 
of UDP-based solutions, but their application to 
HTC remains unexplored. 

The User Interactivity Challenge and Its 
Requirements from the Network

Even with compression, holograms will require 
massive bandwidth. To cope with it, the current 
tendency is to come up with clever techniques 
aiming to reduce data that needs to be transmit-
ted by means of eliminating portions of the con-
tent that will go unnoticed by a user. For example, 
some areas may be obstructed from the user’s 
viewpoint, or some angles may not come into 
view based on the user’s position. Schemes that 
take advantage of these aspects can dynamically 
adapt which parts of the contents to stream, and 
at what quality, at any given time. However, the 
effectiveness depends on the ability to predict 
the user’s movement, thus rapidly adapting the 
data as needed. This is referred to as the ”user 
interactivity challenge,” and will enforce not only 
ultra-high bandwidth but also ultra-low latency (to 
ensure interactivity with the content). In addition, 
perfect synchronization of concurrent flows will 
be needed. Contrary to other types of multimedia 
services (e.g., UHD streaming), the interactivity 
challenge of immersive HTC will require ultra-low 
latency even if dealing with prerecorded content 
that does not involve real-time interaction with a 
remote party, as the user still interacts with the 
content simply by virtue of changing viewing 
angle and position. The remainder of this section 
discusses qualitative and quantitative details of 
the three network requirements that need to be 
fulfilled simultaneously to enable the user interac-
tivity challenge for HTC. 

Ultra-High Bandwidth

HTC streaming will lead to skyrocketing band-
width demands into the terabits-per-second 
range, an increase by several orders of magni-
tude over HD or even 3D VR video (Fig. 1). A 
camera sensor such as the Microsoft Kinect for 
Windows v2 outputs a 1080p image (1920  
1080 pixels) with 4 bytes of color data per pixel 
and a depth image with a resolution of 512  
424 and 2 bytes of depth data per pixel. This is 
equivalent to 8.8 MB (70.4 Mb) of raw data per 
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frame, or 2.06 gigabits of raw data per second at 
30 FPS. This amount increases with more sensors 
and viewpoints as well as higher resolutions and 
frame rates. For instance, LFV content is expect-
ed to require bandwidth in the range between 
100 Gb/s and 1 Tb/s [2]. 

In this situation, there is no question that very 
high bandwidth needs to be supported in order 
to support HTC, even when sophisticated com-
pression and user interactivity prediction schemes 
mitigate the problem. 5G utilizes higher regions 
of the electromagnetic spectrum to increase avail-
able bandwidths. However, to unlock their full 
potential, novel management techniques need to 
be devised [5]. 

Ultra-Low Delay

In addition to the very high bandwidths with novel 
wireless infrastructures, the 5G paradigm sets the 
limit of 1 ms round-trip latency [5]. While achiev-
ing this over long distances is nearly impossible 
due to the physical limitation of the speed of light, 
ultra-low latency is crucial for true immersive-
ness to alleviate simulator sickness, especially if 
head-mounted displays (HMDs) are involved. Fur-
thermore, applications involving real-time commu-
nications impose stringent latency requirements 
on the transmitted stream. 

Transport protocols enable reliable and faster 
delivery of data. However, the well-known trade-
off between latency and reliability of TCP and 
UDP becomes much more critical for the delivery 
of HTC. Many applications are highly sensitive to 
both loss and latency. In addition, the ability to 
deploy schemes that adjust the quality of fields 
in the image array based on user interactivity 
depends on the network’s ability to rapidly adjust 
streams. 

Stream Bundle Synchronization

When handling HTC traffic, the network needs 
to manage a massive number of synchronized 
streams originating from either different sensors, 
an object at different angles, or a processed 
volumetric fusion [6]. Figure 2 shows a case of 
streams from misaligned sensors resulting in a 
badly rendered image [6]. Likewise, in the case of 
moving images, it is unacceptable for fields in the 
array to be slightly ahead or behind each other. In 
addition, when streams involve data from multiple 
sources (video, audio, tactile), stringent synchroni-
zation between streams is required (i.e., not just in 
time but right on time). 

Toward Fully Interactive  
Holographic-Type Communications:  

A Cross-Layer Approach
The user interactivity challenge of HTC cannot 
be addressed by focusing only on a single net-
working aspect, but needs to be addressed across 
network layers. Based on the state of the art of 
networking solutions for immersive media (rang-
ing from 3D to VR to LFV), this section aims to 
pinpoint challenges, open areas of research, and 
possible solutions to enable truly immersive HTC. 
We have focused the analysis on three upper lay-
ers (Fig. 3). As approaches at the higher levels 
impose requirements on the lower ones, the dis-
cussion of this section starts at the level of the 
end user. 

End User

The user of a holographic system only looks at 
two of the potentially thousands of fields com-
posing the hologram at each instant of time. This 

Figure 2. Images showing a misaligned (top) and a correctly aligned dataset [6].

Figure 1. Bandwidth requirement evolution of video streaming services. 
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translates to bandwidth wasted on contents that 
are never viewed. Predicting the user’s movement 
allows optimizing the streaming of the holograph-
ic views. For example, by determining which parts 
of the hologram the user is most likely to see, the 
quality of the image streams can be adapted. 

Viewpoint prediction has recently been 
explored for VR applications. One prominent 
example is omnidirectional adaptive tile-based 
video streaming [7]. However, current predic-
tion models are simple, with error probability up 
to 40 percent, leaving room for improvement 
[7]. Extending these VR viewpoint prediction 
approaches to the HTC case can be a good 
starting point, but HTC imposes two additional 
challenges. First, approaches need to go from the 
three degrees of freedom (DoFs) of VR HMDs 
(yaw, pitch, and roll) to the full six DoFs (up/
down, left/right, forward/backward, yaw, pitch, 
and roll) supported by holograms. Second, cur-
rently developed viewpoint prediction solutions 
assume the presence of an HMD, which allows 
for tracking the user’s trajectory. However, the 
actual aim of HTC is to provide a truly immer-
sive experience without wearables. As such, user 
movement prediction without HMDs is required. 
Current light-field displays are capable of provid-
ing 3D images with continuous motion parallax in 
a wide viewing zone without having to wear glass-
es [1]. However, these displays lack user move-
ment tracking mechanisms. 

One further bandwidth optimization is 3D 
spatial and object segmentation. One such tech-
nique is 3D tiling [7], an extension of 2D tiling for 
spherical videos. Holograms are often represent-
ed as a sequence of voxelized point cloud frames, 
grouped into groups of frames (GoFs). Each 
GoF is spatially divided into 3D tiles. Depending 
on user viewpoint and throughput, 3D tiles are 
streamed at different resolutions. 3D tiles are a 
much greater challenge than 2D tiles. First, there 
are polynomially more 3D tiles than 2D tiles, 
which requires efficient indexing and addressing 
mechanisms. Second, a 3D tile may not be occu-

pied by content and can be empty for a signifi-
cant time. Third, they can be occluded based on 
the user’s viewpoint , which requires special con-
sideration to deal with sparsely populated spaces 
efficiently.

Multi-dimensional compression is a well-known 
technique to reduce the amount of streaming 
data. As introduced earlier, V-PCC is the standard 
encoder for point clouds due to its simplicity in 
acquisition, computation, and storage [3]. How-
ever, one fundamental issue still requires more 
attention. This is inter-frame redundancy, which 
is considerable due to the high frame rates with 
which point cloud sequences are captured. In 
this direction Mekuria et al. [8] propose a lossy 
real-time color-encoding method exploiting inter-
frame redundancy in unorganized point clouds. 
Regarding light-field approaches, given that an 
LFV sequence can be seen as a 2D array of sin-
gle views, the most straightforward procedure of 
compression is to do so per individual view, as for 
a 2D video stream [9]. However, while this meth-
od considers intra-view relationships, it ignores 
valuable strong relations between views. A pos-
sible manner to improve the prediction of the 
inter-view relations is to apply multi view coding 
(MVC) to LFV, reported to achieve 23 percent 
better compression rate than standard MVC [9]. 
Independent of the type of hologram and com-
pression technique, the challenge of the trade-off 
between compression, computational, and time 
costs still remains. However, with the increasing 
requirements that HTC imposes, it will not be 
enough to just concentrate the full computation 
on the servers. The need to distribute the encod-
ing computation to the network arises, as shown 
in the next subsection. 

Finally, there are trade-offs between quality of 
service (QoS) parameters and perceived quality 
of experience (QoE). The perceived quality of a 
hologram depends on many parameters (frame 
resolution and rate, degree resolution, etc.). 
Understanding the effects and “sweet spots” of 
each of the parameters on the user perception is 

Figure 3. Challenges and solutions for a cross-layer optimization of infrastructure.
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fundamental to help improve the bandwidth con-
sumption while maintaining the user’s QoE. 

Analogous to video, where quality of individual 
images may be traded for frame rates, with holo-
grams, the spatial resolution provides an additional 
dimension for trade-offs (Fig. 4) that can be lever-
aged to maximize QoE. However, this requires the 
ability to dynamically adapt parameters. 

Transport and Application

In order to deal with the limitations of the trans-
port layer, developers have been adopting 
application-level strategies (i.e., OTT streaming 
protocols). One example is MPEGDASH, opti-
mized for on-demand content [7]. In order to pro-
vide real-time communication, there is a tendency 
to turn to UDP-based solutions. One example is 
WebRTC. However, its application to HTC and 
how to deal with quality requirements is still in 
a nascent stage. Other studies have shown the 
potential of adopting QUIC over HTTP/3. This 
could provide a quality-managed low-delay 
streaming option. 

Another possible way to speed up TCP-
based solutions is to develop smarter retransmis-
sion schemes. Current TCP-based solutions will 
retransmit any missing packet independent of 
its importance within the stream. For HTC, the 
retransmission of every lost packet will increase 
the latency exponentially. At times, retransmission 
is required, such as when transmitting/updating 
the manifest file or the anchors used for rendering 
virtual views [10]. In other cases, the loss may be 
acceptable, for instance, in the case of incremen-
tal data of less important frames. The transport 
layer needs to be capable of handling these dif-
ferent scenarios and differentiating what to do for 
which packet/stream/flow. 

Achieving full user interactivity in HTC also 
requires novel buffering schemes, possibly extend-
ing from the client to the edge of the network. 
Window-based buffering is a good example in that 
direction. It allows for fast reactions to unforeseen 
user behavior by inserting updated content just 
in time before it needs to be played, rather than 
at the end of the queue [11]. Accordingly, buff-
ering schemes not only need to be supported by 
clients that render playback at the host, but also 
to apply to packets and frames of streams, as they 
are queued and buffered across the network. Net-
work function virtualization (NFV) and edge com-
puting are being investigated toward improving 
the end-to-end buffering [12]. However, while 
these caching mechanisms are promising, their 
application to HTC is still unknown. 

Finally, as mentioned earlier, the trade-off 
between storage cost, computational cost, quality 
(encoding rate), and start-up latency could highly 
benefit from distributed rendering and encoding. 
One approach to save storage and reduce start-
up delay is to save only the master representa-
tion at the highest quality and render all others on 
the fly at the expense of computing [1]. Anoth-
er option is to offload the encoding task to the 
network. Toward that, several early works have 
proposed using NFV to place network encoders 
or transcoders in such way that the raw content is 
streamed through the network and is encoded at 
the required quality along the network path or at 
the edge [12]. 

Network

Traditional networking infrastructure is limited in 
its ability to adapt to new requirements. Software 
defined networking (SDN), which separates the 
functionality of the data from the control plane, 
promises flexibility, reconfiguration, and on-de-
mand resource allocation [13]. This makes SDN 
a natural candidate platform for HTC. However, 
continuous control communication required as 
a result of centralized implementations impacts 
the end-to-end latency considerably and impairs 
scalability. 

This suggests distributed control solutions. Var-
ious architectures with different levels of distri-
bution of control intelligence across the network 
have already been proposed. For example, flat 
SDN control architectures partition the network 
horizontally into subsets of switches, each gov-
erned by a local controller [13]. However, while 
the advantages of intelligence distribution in net-
work architectures have been proven in theory, its 
real impact on network latency has until now only 
been poorly understood. The next section pro-
vides an assessment of the impact of SDN control 
distribution on latency. 

In addition, network slicing can help cope 
with guaranteeing the QoS requirements of all 
the possible HTC-based services sharing the same 
physical infrastructures [12]. In it, a subset of the 
underlying physical network (i.e., a network slice) 
is dedicated such that a set of requirements (e.g., 
latency, throughput, and reliability) are guaran-
teed. Network slicing is considered one of the key 
points of the new fifth generation (5G) network 
infrastructures, such as for the 5G service-based 
architectures (SBAs). 

Finally, HTC-enabled networks will also be 
required to provide sophisticated differentiated 
prioritization techniques. Streams belonging to 
the same scene or object need to be prioritized 
based on their impact on the user’s visual per-
ception. One example concerns the field of view 
(FOV) (40°–60° nasally, directly in front of the 
eyes). It can be exploited to prioritize streams, 
where frame rates, resolution, and color depth of 
various streams are dynamically changed based 
on location within the FOV. Prioritization can 

Figure 4. Trade-off between quality and bandwidth requirements for different 
video streaming services.
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also extend to video objects, where each video 
object can be prioritized based on its contribu-
tion to the QoE. Similar considerations apply for 
differentiated retransmission, selectively choos-
ing which data needs to be transmitted in case 
loss occurs. 

Latency Analysis of Holographic 
Streaming in SDN Arhictectures

As already mentioned, minimizing network latency 
is critical for HTC. One specific challenge concerns 
the latency for the first packet in a flow. This gener-
ally incurs greater delay than later packets, as flow 
rules and entries may not yet have been installed. 
While the problem is not unique to HTC, address-
ing it becomes of crucial importance in the pres-
ence of solutions that involve multiple data streams 
and packet flows which can be dynamically started 
and stopped as part of adapting the contents being 
streamed to user interactivity. To this end, this sec-
tion presents an analysis of the effects of decen-
tralization on the latency of the flow setup and the 
transmission for the case of HTC. 

In particular, we focus on the case of DASH 
streaming of point clouds over a Mininet-based 
emulated client-server network setup (Fig. 5). 
The client [14] provides support for different 
camera traces and rate adaptation heuristics. It 
is connected to an HTTP/1.1-enabled Jetty point 
cloud server. Between client and server, a net-
work setup with different possible control plane 
architectures is established. For this analysis four 
different SDN architectures are put to test: cen-
tralized (Floodlight), hierarchically distributed 
(Kandoo), flat distributed (ONOS), and fully 
distributed (DAIM) [15]. For the streaming, the 
dynamic point cloud object ”Loot” (120 s, 30 
fps) is used, compressed at two quality levels, 
LQ (2.4 Mb/s) and HQ (18 Mb/s) [14], and 1 s 
segments. A buffer of length 4 s is provided on 
the client, and the network bandwidth was set 
to 20 Mb/s. 

Three latency measurements are performed: 
flow setup, first segment download, and the aver-
age per segment download (Table I). Additional-
ly, the table shows the percentage of segments 
downloaded at the highest quality. As can be seen, 
the fully distributed case (DAIM) outperforms the 
others in terms of flow setup latency, which further 
results in better performance while downloading 
the first segment. It also results in good average 
download time per segment while keeping a very 
high percentage of HQ segments downloaded. 
These results encourage research in this direction. 
However, it has to be noted that the initial bit rate 
of the dynamic point cloud without the “lossy” 
compression can be as high as 4 Gb/s, and also, 
the increased buffer size results in lower interactivi-
ty and prediction accuracy. In addition, the current 
MPEG’s reference encoder and decoder cannot 
be run in real time on contemporary hardware 
[14]. Thus, there is still room for research on net-
work distribution and integration of HTC. 

Conclusion
Holograms are emerging as the media of the 
future, with many associated future networked 
applications. Digitized holograms are, in essence, 
composed of large arrays of views, each con-
taining closely interrelated moving images. Many 
holographic applications are highly interactive 
in nature and involve ultra-fast feedback loops. 
Furthermore, the optimization of holograms 
itself involves ultra-fast control loops to take into 
account user interactivity with the hologram. All 
this imposes large demands and significant chal-
lenges to future networking technology. These 
include not only the need for unprecedented 
bandwidth and ultra-low delay, but also high-pre-
cision synchronization and the ability to support 
coordinated service levels across massive bun-
dles of interrelated streams. There is a need for 
intelligent network and end-user schemes focused 
on providing the greatest holographic quality for 
those areas with which the user is most likely to 
interact vs. other parts whose transmission and 
rendering may in effect be “wasted.” All this pro-
vides a rich treasure trove of research opportuni-
ties for years to come. 
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